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The experimental energy of activatidi,] of the single-step concerted oxidation process of aliphatic primary
alcohols by quinolinium bromochromate (QBC) are correlated with the theoretically evaluated global
electrophilicity values W) [as proposed by Parr et all.(Am. Chem. Sod.999 121, 1922)]. Conceptual
justification in favor of correlatingv of the substrate witl, involved in a single-step concerted reaction is

also discussed. The evaluatedvalues at HF/cc-pVTZ and MP2/6-31G(d,p) methods are found to be as
expected (when we consider structural aspects), although there are some inconsistencies in other methods
[e.g., HF/6-31G(d,p), B3LYP/cc-pVTZ, BLYP/dnp, PW91/dnp, PWC/dnp, VWN/dnp]. The reasons for the
inconsistencies, even with a superior B3LYP/cc-pVTZ method, are discussed thoroughly. It is observed that
the higher the value ofy, the more the value d&, involved in the process of oxidation of primary alcohols

by QBC. The present study also reveals that the apparent success of insignificant (i.e., much smaller) local
electrophilicity values%cm), evaluated using Hirshfeld population analysis (HPA), in explaining observed
trend of experimentak, values turns out to be ambiguous when more significant (i.e., much larger) local
nucleophilicity values ngH) are also compared. This is evident from the corresponding correlation
coefficient values.

1. Introduction or sluggishness of organic reactions (provided steric factors do

Pearson’s qualitative “hard and soft acids and bases” concept NOt play a significant role). But judicious choice of the type of
got its strong foundation when global hardness and global réaction, where these concepts can be applied, is very important.
softness were defined analytically by Parr and Peatson. For example, in a multistep process, although the higher
Subsequently, several local reactivity descriptotsvere pro- electrophilicity of the substrate will favor the first step of the
posed in last two decades. Together, these are known aseaction (if the substrate is electron accepting in the reaction),
“conceptual density functional theory”, as the analytical deriva- subsequent intermediate steps may be very slow, making the
tion of these reactivity descriptors are based on density reaction to be sluggish. However, lower electrophilicity of the
functional theory (DFT}? A comprehensive overview on the  gpstrate may not favor the first step of the reaction (for the
subject is given by Geerlings and co-workers in a recent same tyne of reaction where the substrate acts as an electron

reviewl? - .
. S . acceptor), so subsequent steps may be faster, making the reaction
Maynard et all? while investigating the reaction of the human ptor) q P y ng .
faster overall. As a whole, we can argue that in multistep

immunodeficiency virus type 1 (HIV-1) nucleocapsid protein . .
y yb ( ) psid p reactions electrophilicity of the starting substrate may not

P7 (NG7) with a variety of electrophilic agents, found h ) ) i )
significant correlation between rates of reaction and the ratio provide reliable information on the overall rate of the reaction.

of the square of electronegativity to hardness (&) of the But this kind of problem will not arise in the case of single-
electrophilic species. Parr et &l.defined y2/2; as “global step concerted reactions, as the stability of the activated complex
electrophilicity” of the electrophilic species. Starting from the (which indirectly depends on the electrophilicity of the substrate)
ground state parabola model of energy vs number of electrons,affects the rate of product formation (i.e., the rate of the
it was shown that the energy change from maximal flow of reaction). So, in the case of a single-step concerted reaction
electrons between the electrophile and the nucleophile is comparison of the reaction rate with the electrophilicity of the
—(1 +AZ8(1 = A) (i.e., (~u?2n), with p = —(1 + A2 andy  supstrate is less risky. As the rate of the reaction is related to
=1 — A wherel andA are the first vertical ionization potential e activation energy), u2/2y values can be correlated with

and the .fi.rst verFicaI electron affinity, resp.ectively,.of the E, values of such single-step concerted reactions [for details
electrophilic species). Thus, for an electrophile, the higher the see section 3B(ii)]

value ofu?2y the stronger it is. So, while comparing a series
of chemical species the order of electrophilicity should follow In the present study we have chosen nine aliphatic primary
the order ofu?/2y values and naturally the order of nucleophi- alcohols of the general molecular formula REHH. Experi-
licity should follow the reverse order. mental activation energies for the oxidation of these alcohols

Electrophilicity and nucleophilicity are well-known concepts g the corresponding aldehydes by quinolinium bromochromate
to organic chemists, which can be used to explain the rapidity (QBC) are compared with theoretically evaluatedvalues.
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evaluated to demonstrate the superiority of global over local a rapid reversible protonation of the chromate ester (A), with

reactivity descriptors in explaining intermolecular reactivity the protonated ester decomposing at a rate faster than that of

trends. (A). So, in either path, the rate depends on the slow step in
Probable mechanisms of the oxidation of chosen aliphatic which the chromate ester (or protonated chromate ester)

primary alcohols by QBC are shown in section 2. The undergoes a disproportionation reaction leading to the product.

justification of using the global electrophilicity values of the As the rate of disproportionation depends on the stability of

substrates themselves (and not of any intermediates) to bethe activated complex, which indirectly depends on the global

compared with the activation energies (and hence the reactionelectrophilicity of the primary alcoholy values (of primary

rates, indirectly) are also discussed. A brief theoretical back- alcohols) will have an influence oG (or E;) of the oxidation

ground of the global electrophilicity (i.ew = u%25) and local reaction [see section 3B(ii)].

electrophilicity and nucleophilicity (i.es, ands,) descriptors

are given in subsections 3A(i) and 3A(ii). The procedure to 3. Theoretical Background

calculate the activation energy values from experimental rate o Global and Local Reactivity Descriptors. (i) Global

of reaction is brief_ly outlined in subseqtion 3B(ii_). Deta_ils of Electrophilicity. Assuming the binding environment of an

adopted computational methods are discussed in section 4. Agjectrophilic ligand to a protein, a DNA coil or a surface to an

thorough analysis of global and local descriptor values, as jgealized zero-temperature free electron sea of zero chemical

expected from structures of corresponding alcohols, and alsopgtential, Parr et al. derived the expression of global electro-
their correlation with experimentak, values are done in philicity (w) indicator to be &$

different subsections of section 5. Finally, in the concluding
section (section 6) we have summarized the whole study. #2 a
W= 1
2. Oxidation of Primary Alcohols by QBC 2
After detailed kinetic analysis, Banerji and co-workérs® Here,w bears the conceptual similarity to power of classical
proposed two mechanisms for the oxidation of primary aliphatic electricity (i.e., power= VZ/R of classical electrophilicity, where

alcohols by quinolinium bromochromate (QBC) (shown below): V andR represent the potential difference and the resistance,

These two mechanisms are respectively). In eq 1 andn are the chemical potential and
Mechanism I: Acid-Independent Path global chemical hardness defined as
—(IP+ EA
H 0 OQH" T " oQH" H= ( 2 ) (2)
R—C—0
e N TN
| TN\, H N\, n= (P — EA) 3)
H ()

where IP and EA are the first vertical ionization potential and
first vertical electron affinity, respectively. Earlier efforts to
extend the global electrophilicity indices to its local countefpart
are credited with limited success [see subsection 3A(iii)].
However, philicity indices are shown to obey the Hammond
postulate'® Recently,w values could be successfully used to
l/Cr\ explain the yields of acetalization, thioacetalization, azathioac-
H----- o Br etalization, and oxathioacetalization products of benzaldehyde
and substituted benzaldehydég°
(i) Local Electrophilicity or Nucleophilicity. By local

H

OH
— oaH*
R-CHO -HOH),CrBrOQH' = [RF 7= \| %

Mechanism Il: Acid-Dependent Path electrophilicity or nucleophilicty we refer to the part of
condensed local softness)f [or condensed Fukui function
— H -# (f)€], which indicates the most preferred site (or an atom in
| OH the condensed form) in a molecule to be attacked by an
R—oC o, approaching nucleophile (N or an electrophile (E). Nor-
(A) + H' SREEE \|+/O QH mally, the condensed forms are expressed as
! Cr
: /
fieeecofl N, s =[PN+1) — P(NIS=f;S
for nucleophilic attack (4)

S = [PdN) = PN — 1)]S=1, S
for electrophilic attack (5)

+ where,P(N + 1), P«(N), andPy(N — 1) refer to the electronic
R-CHO + H,0 + HOCrBrOQH" population on atonk for N + 1 (i.e., anionic)N (i.e., neutral),
andN — 1 (i.e., cationic) electron systems, respectively. Here
Thus, whatever path is followed, the overall mechanism is Sis known as the global softness and has the relation with global
proposed to involve the formation of a chromate ester in a fast hardnessx) asS = /1.
pre-equilibrium step and then a disproportionation of the ester  (iii) Global »s Local Descriptor in Explaining Intermolecu-
in a subsequent slow step via cyclic concerted symmetrical lar Reactwity Trends.Earlier Roy et al. have shown that (ref
transition state leading to the product (Mechanism I). Mechanism 21 and egs 1316 of ref 22) for systems having more than one
Il explains the observed hydrogen-ion dependence by assumingcomparatively strong reactive site, the local reactivity descriptor
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of the strongest site does not always generate a reliableprecisely) are compared with global electrophilicity) (/alues.

intermolecular reactivity trend. However, for systems having
only one distinctly strong reactive site the local reactivity

The chosen alcohols are of the general form of RCH, where
R stands for H, Me, Etp-Pr, n-Bu, i-Pr, t-Bu, CICH,, and

descriptor may generate the global reactivity trend if the system MeOCH, groups. Thus, we see that the substituted groups are
sizes (i.e., number of atoms as well as types of atoms) aremainly electron donating (except ClGldnd MeOCH) and the

comparablé? Otherwise, if the number of atoms between two

variation of the electron donating ability of the substituted

systems varies too much, then for the system having a largegroups will have some effect on tive values and hence the
size local reactivity values normally decrease (owing to the fact rates (ofE, andAG values). Although CICHlis clearly electron

that the Fukui function normalizes to unity), even though the

withdrawing, the electronic effect of the MeOglgroup is a

two systems have a comparable band gap. To be more preciselittle complicated to determine. Normally, the MeO group is
even if two systems have equal global softness values whenelectron donating because of thé® effect exerted by the lone

evaluated using the working equati8r= 1/, = Y,(LUMO —
HOMO), the system in which the number of atoms is mste,
(oo = +, —, 0) values will, in general, be lower ones (because
fy will be summed over to unity)?

B. Thermodynamic and Kinetic Aspects ofw. (i) Ther-
modynamic Aspects of wl'he thermodynamic aspect of is
established from the fact that it was deriVety minimizing
the energy changeAE) associated with the electron transfer

(AN) from the free electron sea of zero chemical potential to

the electrophile. WheAAE/AN = 0, AE ~ —u?2n = —w (by
approximatingAE, due to the electron transfaAm, up to second
order). Asy > 0, AE < 0; i.e., charge transfer is an energetically

favorable process. Thus, given a number of electrophiles to be

reacted to a particular nucleophile, that particular reaction will
be more favorable, which will lead to more relative stability

(with respect to the reactant) of the product. This was the reason:.

why favorable product formation (in terms of percentage of
yield) could be explained by comparing tevalues in our
earlier studied?20

(ii) Kinetic Aspects of w.The expression ofv can be
elaborated in terms of first vertical IP and first vertical EA as
follows:2

_u®_[-(IP+EA)2P
27 2(P-EA)

_ (IP+EA)
~ 8(IP— EA)

(6)

pair of electrons on the O atom. But the presence of the
intervening CH moiety makes the-R effect ineffective here.
Maybe the very weak-| effect will be operative in this system.

Geometries were initially optimized at the semiempirical level
using CHEM-3D program systed,which were further re-
optimized at the HP/6-31G(d,p}® level. To enhance the
reliability of our comparison, additional calculations are per-
formed by HF/cc-pVTZ28 B3LYP27aC/cc-pVTZ, MP28/6-31G-
(d,p), BLYP2™*9dnp, PW9%%39dnp, PWC%dnp, and VWNY
dnp methods. Here “dnp” is a basis set of double-numeric quality
(i.e., approximately two atomic orbitals for each one occupied
in the free atom) augmented with polarization function. It is
approximately of the size as 6-31G(d,p) basis set. To be sure
that optimized geometries have reached the global minimum
in energy, frequency calculations were performed having no
imaginary frequency.

Global electrophilicity valuesw) are calculated using egs
1-3 whereas the local electrophilicity and nucleophilicity values
(sO andsO ) are calculated using egs 4 and 5. To mimic the
experlmentaHI solvent condition (i.e., DMSO), self-consistent
reaction field (SCRF} based on polarized continuum model
(PCM)*is used to calculate the values. Calculations at HF/
6-31G(d,p), HF/cc-pVTZ, B3LYP/cc-pVTZ and MP2/6-31G-
(d,p) levels (called set-I methods) are performed using Gaussian
prograni* and take care of the solvent effect. Hes?p and

We can see from eq 6 that the electrophilicity value depends So,, values are calculated using Mulliken population analy-
on the value of EA (also on the value of IP), the higher the EA, Sis (MPA) based atomic charges. Two different schemes are
the higher thew value is. In a chemical reaction (where the considered to evaluate atomic charges. One is from charges on
substrate acts as an electron acceptor) it is expected that ghe individual atoms, and the second one is from atomic charges
substrate with a higher EA value will enhance the rate of the Where charges on H atoms are summed into heavy atoms, to
reaction more than a substrate with a lower EA provided other which H is attached. Those at BLYP/dnp, PW91/dnp, PWC/
factors (i.e., reactant, reaction conditions, etc.) remain same.dnp, and VWN/dnp levels (called set-Il methods) are performed
This establishes the kinetic aspect of global electrophilisify ( using DMOLS program packagé and the solvent effect could
values, as defined in eq 1. Because the rate is related to thenot be included. Among the DFT methods available in the
energy of activation (leading to the activated complex) by the DMOLS program, PWC and VWN are based on the local density

relation, ratel] Ae &RT it is also expected that will be
correlated withE, (activation energy) values. Agalf is related
to AG* (free energy of activation) by the following relation,

@)

whereAS' is the entropy of activation. S&AG* andw values
can again be correlated. The higher thealue of the substrate,
the higher should be thAG* value of the reaction if the

E,= AG"+ RT+ TAS'

substrate has to donate an electron in the reaction involved. Ifat all the four levels, HPA and MPA base;g

the substrate is an electron acceptor, then the highealue
will favor the reaction leading to lowehG* value.

4. Computational Details

Altogether nine primary alcohols are chosen in the present vs so

study, which are oxidized by QBC to the corresponding
aldehydes® The rates (orE; and AG* values, to say more

approximation (LDA) approact:3whereas BLYP and PW91
are based on the generalized gradient approximation (GGA)
approact’t.c29.30|n DA, the exchange correlation energy
(Exc) functional can be computed from the value of density
(p) at some positiorr [i.e., the local value of], and GGA
depends not only on the local value of the density but also on
the extent to which the density is locally changing, i.e., the
gradient of the density. Calculations using the DM@kogram

can provide both HPA and MPA based local descriptors. Thus,
and s
values are evaluated. MPA basggj values are found to be
negative in all the four methods &hls is true for some set-I
methods also), the interpretation of which is complicafed.
Correlation coefficientr() values are calculated fé, vsw, E,

and E; vs so to explain the correlation of theoreti-
cally calculated descrlptors and experimental energy of activa-
tion (Es) more clearly.



100 J. Phys. Chem. A, Vol. 112, No. 1, 2008 Bagaria and Roy

TABLE 1: Global Electrophilicity (i.e., w) Values (in au) Generated from Set-1 Methods, Experimental Activation Energie€,
(in kJ mol 1), and Experimental Free Energies of ActivationAG* (in kJ mol 1) of the Chosen Primary Alcohols, RCHOH
(Altogether 9), in the Present Study (Details in the Text)

alcohol (R) HF/6-31G(d,p) HF/cc-pVTZ B3LYPcc-pVTZ MP2/6-31G(d,p) Ea AG*
H 0.017429 0.028485 0.044471 0.014979 83.677 97.5
Me 0.010244 0.020466 0.034573 0.014491 59.377 88.9
Et 0.009762 0.017810 0.032419 0.014337 56.977 88.8
n-Pr 0.003946 0.017174 0.029495 0.014284 52.177 86.6
i-Pr 0.003886 0.014817 0.032674 0.014276 49.377 85.6
n-Bu 0.003882 0.015840 0.033768 0.014252 51.777 86.4
t-Bu 0.004449 0.014356 0.032686 0.010296 33.677 80.8
CH,CI 0.016850 0.030700 0.046305 0.023039 73.077 97.1
CH,OMe 0.009643 0.025266 0.032145 0.015112 64.877 92.7
TABLE 2: Global Electrophilicity (i.e., w) Values (in au) TABLE 3: Hardness () and Chemical Potential @) Values
Generated from Set-Il Methods, Experimental Activation of Some of the Chosen Alcohols RCKOH at the MP2/
EnergiesE, (in kJ mol 1), and Experimental Free Energies 6-31G(d,p) Level
of Activation AG* (in kJ mol 1) of the Chosen Primary
Alcohols, RCH,OH (Altogether 9), in the Present Study alcohol (R) n “
(Details in the Text) (a) When R Is Either H or Any Alkyl Group
lconol H 0.373604 —0.105793
(R) BLYP/dnp PW9l/dnp PWC/dnp VWN/dnp E, AGH Me 0.368759 —0.103380
H 0.015520  0.015994  0.017354 0.017370 83.677 97.5 Et 0.368103 —0.102737
Me 0.015103  0.015058  0.016385 0.016399 59.377 88.9 n-Pr 0.367828 —0.102508
Et 0014967  0.015051 0.016575 0.016586 56.977 88.8 i-Pr 0.367897 —0.102490
n-Pr 0.014396  0.015037 0.016529 0.016540 52.177 86.6 n-Bu 0.367554 —0.102356
i-Pr 0.015260  0.015623  0.017634 0.017648 49.377 856 t-Bu 0.395050 —0.090195
n-Bu 0.014925  0.015083  0.016647 0.016656 51.777 86.4 .
t-Bu 0015621  0.016214 0018522 0.016853 33.677 80.8 (b) When R Is Either H or CIClior MeOCH)
CH.CI 0022195  0.022725 0.023453 0.023466 73.077 97.1 H 0.373604 —0.105793
CH,OMe 0.011893  0.014369 0.016128 0.016142 64.877 927 CHxCI 0.359253 —0.128662
CH,OMe 0.363586 —0.104828

The experimental energies of activatidg,) are evaluated
from a plot of logk vs 1/T in the temperature range of 288
318 K. Herek, i.e., the rate values, are taken from the
experimental paper of Banerji and co-worké&rsThe free
energies of activationG*) values are as reported in the
experimental paper of Banerji and co-workérand can be

B3LYP/cc-pVTZ) is discussed in detail in the third paragraph
in this section. Also, the highest value for CICH and
comparatively highew value for MeOCH (but lower for
CICHy,), generated by the superior MP2/6-31G(d,p) method (also
by HF/cc-pVTZ) can be rationalized when we consider the
relativeu (i.e., —y) and#n values of these systems (see Table

obtained by using the equation 3b).
Kkh Comparison ofw values generated by set-1l methods (e.g.,
AG* = —RTIn K. (8) BLYP/dnp, PW91/dnp, PWC/dnp, and VWN/dnp, which are
B

as implemented in the DMGlpackage) shows an unexpected
trend for n-Pr, i-Pr, n-Bu, andt-Bu systems (see Table 2).
Although the trend ofv values in the series H> Me — Et —
n-Pr is as expected in BLYP/dnp and PW91/dnp methods, the
same is not true for PWC/dnp and VWN/dnp methods.
However, highesiv value for CICH and comparatively higher

A. Expected Trends ofw Values. In Tables 1 and 2, we  w value for the MeOCH system is maintained by these DFT
have reported the values of global electrophilicity [evaluated based methods also.
by both sets of methods], activation ener@y)( and free energy The probable reason for the failure of some of set-Il methods,
of activation AG"). It is expected that the electrophilicity values to generate the expected trendvefvalues, can (probably) be
of RCH,OH should decrease with increasing size and branching attributed to our inability to take care of solvent effects.
of the R group (as long as R is an alkyl group). This is because However, the irregular trend of values for branched chain
of the increasingt| effect with increasing length and branching systems generated by all DFT based methods (B3LYP/cc-pVTZ,
of the R group. We observe the expected decreasing trewd of BLYP/dnp, PW91/dnp, PWC/dnp, and VWN/dnp) can be
values from set-l methods (Table 1) wh&nhchanges in the explained from very recent studies. Check and GifSsttowed
sequence H>~ Me — Et — n-Pr — n-Bu (except in B3LYP/ that the B3LYP model consistently underestimates the reaction
cc-pVTZ method). Again, when we considesPr, i-Pr, n-Bu, energy as the number of€C single bond increases, even when
andt-Bu systems, normally-Pr andt-Bu are expected to be  extremely large basis sets are employed. Some recent other
less electronegative and harder timalRr andn-Bu, respectively papers discussing the pitfalls and limitations of DFT methods
(because isopropyl anirt-butyl groups, which exert higher  are as follows: Woodcock et &.suggested that the incorrect
+I effects, are directly attached to the central C atom in these energy difference between allene and propyne, and energies of
two systems). Sow values ofi-Pr andt-Bu should be lower other cumulenes as well, stemmed from the unexpected behavior
than those of-Pr andn-Bu because of the relation, = u2/2n of the Becke exchange term. Bachrach and Giltfeaihd Houk
= —y22n. Interestingly, the expected trendwfvalues within and co-workerd! have reported cyclizations where B3LYP
n-Pr, i-Pr, n-Bu, andt-Bu systems is observed in the superior predictions are inconsistent with those of other higher level wave
HF/cc-pVTZ and MP2/6-31G(d,p) methods (see Table 3a). The function based methods. Two pap@rs showed that B3LYP
irregular trend ofw values for these systems generated by a performs poorly in predicting €C bond energies for several
comparatively superior (than HF/cc-pVTZ) DFT method (i.e., short-chain hydrocarbons. Redfern eféhnd Curtiss et &f>-

wherek, h, andKg represent the experimental rate of reaction,
Planck’s constant, and Boltzmann’s constant, respectively.

5. Results and Discussion
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showed that the errors in B3LYP-predicted enthalpies of C. Comparison of Experimental E; (or AG¥) Values with
formation for chain and branched hydrocarbons rose rapidly and Local Electrophilicity and Nucleophilicity (s5  and s5 ).
asymptotically with carbon numbers although values are dif- Because @y (the O atom of the OH group) is dci'FectIy involved
ferent. Check and Gilbert also showed that B3LYP methods in the oxidation of RCHOH by QBC, the local electrohilicity
underestimates energies for both slightly and highly methyl- value of Qy (i.e., sz’)OH) should be compared directly with the
substituted cyclic and acyclic hydrocarbons, which favors the correspondingz, (or AG*) value. Similarly, the local nucleo-
argument that the errors do not arise from structural issues suctphilicty value (i.e.,s;)o ) should maintain some reverse trend
as steric repulsion or ring strain energy. Rather, it was observedwhen compared witEa?or AG#) values [i.e.Ea (or AG¥) values
that the error is associated with the B3LYP approach, to its should decrease with increasiisg_ values]. From Table 4

. . . OH
consistent underestimation of<C bond energy. As thev (i.e., the one that repor%OH ands,_ values calculated using
values are evaluated using eqs3 i.e., based on the energy set-I methods), it is clear that the trends generategibyand
values of neutral, cationic, and anionic systems, we would expects, values are not in conformity with those generatedBgy
that B3LYP will cause similar inconsistencies in the evaluated (o?HAG#) values. Also, the trend generated § ands;
w values for systems containing a higher number ebonds.  values calculated by different methods of set-f (i.e., Table 4)
Also, Check and Gilbett observed that other DFT methods  vary from one another. Also, the scheme used to evaluate MPA
show such limitation but to lesser extents whereas the MP2 based atomic charges has a noticeable effect on the values and
method avoids the problem of underestimation of reaction trends ofs;, ands; . For example, whess;, ands; are

energies. evaluated on the basis of MPA in which theyiricharge (H
B. Comparison of Experimental E; (or AG*) Values with atom of the OH group) is summed intoo@ charge (rows

Global Electrophilicity (w). From Table 1 we see that the trends denoted by | and Il of Table 4), the high@tOH or the lowest
of E, values are similar to those &fG*. This normally happens 350H value should be for the CIGHsystem (because this

when the values oASf follow the same trend oAG* (from eq system is the most electrophilic one due to the presence of the
7), which is the situation for the chosen systems in the Cl atom). But the highessr.gOH or the IowestsgOH values vary
experimentally studied oxidation reaction [i.eAS, — AS) with levels of calculation, e.g., high&s‘gOH for the Me system
and AGj — AG}) have the same sign]. and lowests, _ for the MeOCH system at the HF/6-31G(d,p)

OH

In the oxidation reaction, the primary alcohol donates electron |€Vel, highest, and lowests,  for the MeOCH system at
(from Oon, i.e., the O atom of the OH group) to QBC the HF/CC-pVTZ level, and highes‘go and |0W€St550H for
(mechanisms | and I1). So, as argued in subsection 3B(ii), the CHCI at the B3LYP/cc-pvTZ level' (which seems' to be
the Ea (or AG¥) value (i.e., the transition state will be relatively betweens;  values of H and CIChisystems is noticeable. In
more unstable when compared to the reactants). This is what isthe MP2/6-31G(d,p) level, the highes}  is for MeOCH and
observed in the series M Me > Et > n-Pr > n-Bu [because  the lowests,_ is for the CHCI system. Also, too lows;,_
MP2/6-31G(d.p) is the most reliable method used in the study, values for CIEH at HF/6-31G(d,p) and MP2/6-31G(d,p) Iévels
major efforts will be centered on the comparisorvof/alues ~ are not acceptable at all (although they are much higher at the
generated by this method with experimerﬁg(or AG) values]. HF/CC'pVTZ and BsLYP/CC'pVTZ levels as mentioned abOVe).
On the basis of the argument given above we should expectSimilarly, s, values of Me and Et systems higher than that
that for the CICH system experimentdE, (or AG*) values for the H system at the HF/6-31G(d,p) level, a h%H value
should be the highest and for MeOgthese values should be ~ for t-Bu at the HF/cc-pVTZ level (higher than those of H, Me,
the second highest. But experimenEl (or AG) values of ~ Et, n-Pr, n-Bu, i-Pr systems), a higheg, for t-Bu than for
CICH, and MeOCH systems are lower than those of the H n-Bu at the HF/6-31G(d,p) level, etc. cannot explain the
system. This indicates that only the electronic factor (ire., ~ Observed trend oE. (or AG”) values.
value of the initial substrate) may not be sufficient to explain ~ Without going into details of the trend generated by MPA
the observed trend &, (or AG*) values. Another rational factor, basedngH and sgo values (where, unlike the previous one,
which seems to be operative along with the electronic one, is MPA charges on the individual atoms are only considered), our
the “release of the steric crowding” in the transition state. Thus, general observation is thagOH values are much smaller than
although thew values of CICH and MeOCH systems demand  those ofs,_ values and sometimes even become negative
thatEs (or AG¥) values of these two systems should be higher (rows denoted by Ill and IV of Table 4). However, this is
than those of the H system, release of the steric crowding (which expected becaused in primary alcohols acts predominantly
will be higher in the former two systems) causes significant as a nucleophilic center (in the present study), making inter-
stabilization of the transition state, makigg values lower for pretation of negative»gOH values complicated.

CICH, and MeOCH systems. Release of steric crowding will - The trends of; values obtained from set-Il calculations
be higher for CICH and MeOCH systems (than H system, for  (Table 5) and based on HPA are as expected in most cases (apart
example) because these two groups are bulkier and abstractiodrom some minor exceptions for branched systems and those
of a H atom in the transition state (from the €hhoiety of are also in the third or fourth decimal points) for the series H
CH2OH group, see mechanism | and Il) will leave more space — Me — Et — n-Pr— i-Pr— n-Bu — t-Bu (rows denoted by

to accommodate these bulkier groups. When we move in thel in Table 5). However, the trends are not as expected for the
series H—~ Me — Et — n-Pr— i-Pr— n-Bu — t-Bu, both the series H— CICH,; — MeOCH, [see subsection 5(i)]. This is
electronic and steric factors (in the transition state) operate in because theg value for CICH is lower than those of the H
conjugation (unlike the just described seriesHCICH, — system in all the methods, which is unexpected. However, the
MeOCH,, in which case these two factors act in opposition). apparent success sI;OH in explaining the experimental trend
That may be the reason for similar trendsaodndE, values in of E,values (for the long series, i.e., for alkyl substituted primary
this alkyl group containing primary alcohol series. alcohols) turns out to be ambiguous when we consider the
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TABLE 4: MPA Based sOO (Rows Denoted by | and IIl) and soo (Rows Denoted by Il and 1V) Values (in au), Where for
Each System the First TWO Rows (I and II) Are Based on the Atomic Charges with Hydrogen Summed into Heavy Atoms to
Which It Is Attached and the Last Two Rows (Il and IV) Are Based Only on the Atomic Charges, Experimental Activation
EnergiesE, (in kJ mol~1), and Free Energy of Activation AG* (in kJ mol~1) of the Chosen Primary Alcohols, RCHOH
(Altogether 9), in the Present Study (Details in the Text)

alcohol (R) HF/6-31G(d,p) HF/cc-pVTZ B3LYP/cc-pVTZ MP2/6-31G(d,p) a E AG*

H | 1.05787 0.08556 0.04214 1.16411 83.677 97.5
Il 0.84171 0.95925 0.67421 1.00398
1 —0.22352 0.04061 0.01526 —0.23009
I\ 0.64792 0.76592 0.50658 0.82252

Me | 1.25864 0.02395 0.16847 1.17767 59.377 88.9
Il 1.03359 1.19018 0.84498 1.00915
] —0.25548 0.02632 0.02235 —0.22423
I\ 0.85015 1.04629 0.70869 0.82260

Et | 1.19642 0.03464 0.14401 1.19467 56.977 88.8
Il 0.99941 1.14277 0.81101 1.00767
1] —0.24611 0.03853 0.03878 —0.22483
1\ 0.82237 1.00143 0.67869 0.82329

n-Pr | 0.06301 0.00745 0.03096 1.19515 52.177 86.6
Il 0.89100 1.13619 0.74857 1.00760
1] 0.02837 0.00755 0.01575 —0.22518
v 0.73291 0.99396 0.63056 0.82316

i-Pr | 0.06856 0.09172 0.15598 1.19306 49.377 85.6
Il 0.88185 1.07939 0.71746 1.00044
1l 0.02508 0.00911 0.03717 —0.22778
1\ 0.72374 0.93805 0.59704 0.81420

n-Bu | 0.03546 0.00748 0.01249 1.19585 51.777 86.4
I 0.88957 1.11118 0.24751 1.00780
1 0.02057 0.01557 0.01686 —0.22521
1\ 0.73172 0.97181 0.17421 0.82364

t-Bu | 0.10543 0.62104 0.56885 0.18561 33.677 80.8
Il 0.89048 1.06382 0.66139 0.92867
1 0.01173 —0.05116 —0.05716 —0.00750
1\ 0.72999 0.91924 0.55570 0.75480

CHyCI | 0.07197 1.62996 1.37504 0.05989 73.077 97.1
Il 0.05831 0.07309 0.14953 0.04142
1 0.01986 —0.21176 —0.16459 —0.00147
1\ 0.03461 0.04937 0.10429 0.01862

CH,OMe | 1.24727 2.11005 0.03746 1.19655 64.877 92.7
Il 0.05814 0.07214 0.72322 0.04762
1] —0.26321 —0.23861 0.01281 —0.23134
v 0.03297 0.02867 0.60941 0.02073

correspondings,  values also. In fact, comparison &f_ take care of the reactivities only when the reactants and the

values with thoseé oE, (or AG¥) for alkyl-substituted prlmary substrates are in closer approach (i.e., intramolecular reactivity
alcohols will be more justified as & acts as a nucleophilic ~ or site selectivity), these are not suitable for comparing
center in the oxidation reaction, which is also evident from much intermolecular reactivities. Charge-controlled local reactivity
hlgherso values when compared to much smaller and so descriptors (e.g., local hardness) may be more reliable for this
|nS|gn|f|cants.OO values. The trend of,  values should be H ~ Ppurpose because these are effective from long distélrice.
< Me < Et <'N-Pr < i-Pr < n-Bu < t-Bu. But this is true D. Correlation of E; with w, so . and s Values. To
neither for MPA nor for HPA generates, values (rows represent the calculated data in a more obvious and transparent
denoted by Il and IV, respectively, of Table% On the contrary, way, regression analysis is done in terms of coefficient of
the trends ofso values are the same as thos&@f values correlation (). Ther values for the correlation da vs w, Eq
[MPA basedsO " values (rows denoted by Il of Table 5) are vssO andEa Vs s, are shown in Table 6 (based on data of
not considered here, as all the values are negative and so difficultTable" l and 4, i.e., generated by set-l methods) and Table 7
to compare] in all four methods (except some minor variations (based on data of Tables 2 and 5, i.e., generated by set-II
for branched systems), which is unrealistic and does not havemethods). In Table 6, the rows represented by I contairr the
physical interpretation. values when all nine primary alcohols are used as test systems.
The fact that Iocal electrophilicity or nucleophilicity values The rows represented by Il are those in which C}Chd
(in the present cag% or So ) cannot explain the observed MeOCH, are excluded. The reason for evaluating separate
intermolecular reactivity trend is not new and theoretical values after excluding CICHand MeOCH systems is that for
justification as well as analytical reasoning is elaborated in these two systems [in the superior MP2/6-31G(d,p) method]
section 3A(iii) 192122 Arguments against the use of frontier thew value alone cannot explain the trend of experimeBtal
orbital-based local reactivity descriptors (e.g., local softness, We have to invoke the concept of “release of steric-crowding”
Fukui function, etc.) for comparing intermolecular reactivities in the transition state to explain the observed trenB.ofalues
originated from the seminal work of Klopmanf.Using (see section 5B for details). However, from second column of
polyelectronic perturbation theory, Klopmann showed thatsoft Table 6, we could easily see thratalues (forE, vs w) improves
soft interaction is orbital-controlled, whereas a hahard (except in HF/6-31G(d,p) method) after excluding CiCihd
interaction is mainly charge-controlled. As frontier orbital based MeOCH, systems. Also, it is interesting to note thatalue in
reactivity descriptors (e.g., local softness, Fukui function) can the B3LYP/cc-pVTZ method is higher than that of MP2/6-31G-
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TABLE 5: HPA Based ngH (Rows Denoted by I) ands[)OH (Rows Denoted by II) Values and MPA Based

sgo (Rows Denoted by Ill) ands,_ (Rows Denoted by 1V) Values (in au), Experimental Activation EnergiesE, (in kJ mol 1),
and Free Energy of Activation AG# (in kJ mol~1) of the Chosen Primary Alcohols, RCHOH (Altogether 9), in the Present
Study (Details in the Text)

alcohol (R) BLYP/dnp PW91/dnp PWC/dnp VWN/dnp Ea AG#

H I 0.1597 0.1634 0.1513 0.1513 83.677 97.5
Il 0.3888 0.3815 0.3624 0.3625
1] —0.1206 —0.1301 —0.1353 —0.1353
v 0.4268 0.4216 0.3992 0.3992

Me I 0.1365 0.1373 0.1245 0.1245 59.377 88.9
I 0.3439 0.3128 0.2899 0.2899
1 —0.0927 —0.1199 —0.1202 —0.1202
v 0.3848 0.3518 0.3252 0.3252

Et I 0.1212 0.1274 0.1148 0.1148 56.977 88.8
Il 0.3038 0.2747 0.2533 0.2533
1 —0.0783 —0.1100 —0.1092 —0.1091
v 0.3392 0.3064 0.2813 0.2813

n-Pr I 0.1116 0.1176 0.1054 0.1055 52.177 86.6
Il 0.2481 0.2573 0.2386 0.2386
1] —0.1019 —0.1044 —0.1036 —0.1036
\ 0.2721 0.2844 0.2618 0.2629

i-Pr I 0.1101 0.1129 0.1006 0.1007 49.377 85.6
Il 0.2747 0.2672 0.2496 0.2497
1 —0.0755 —0.0841 —0.0791 —0.0802
\ 0.3084 0.3012 0.2785 0.2785

n-Bu I 0.1126 0.1128 0.1009 0.1010 51.777 86.4
Il 0.2526 0.2436 0.2266 0.2266
1 —0.0948 —0.1002 —0.1016 —0.1016
v 0.2777 0.2686 0.2495 0.2495

t-Bu I 0.0985 0.0995 0.0877 0.0878 33.677 80.8
Il 0.2611 0.2563 0.2449 0.2448
1l —0.0577 —0.0625 —0.0547 —0.0547
v 0.2929 0.2895 0.2745 0.2745

CH.CI I 0.1250 0.1383 0.1337 0.1338 73.077 97.1
Il 0.2576 0.2504 0.2358 0.2358
11} —0.0909 —0.0788 —0.0991 —0.0990
v 0.2810 0.2788 0.2600 0.2599

CH,OMe I 0.1031 0.13820 0.1240 0.1240 64.877 92.7
Il 0.2281 0.2113 0.2040 0.2040
1] —0.0505 —0.1097 —0.1078 —0.1078
v 0.2570 0.2340 0.2248 0.2248

TABLE 6: Correlation Coefficient (r) Values for E, vsw, E,
Vs sgm, and E, vs SSOH Generated from the Set-| Method$

methods

r (Eavsw)

r(Eavssy,) I (Eavssy)

AP Be A B

HF/6-31G(d,p)
HF/cc-pVTZ
B3LYP/cc-pVTZ

MP2/6-31G(d,p)

aFor each method two rows are presented, rows denoted by | contain
all the nine primary alcohols and rows represented by Il contain seven

0.890
0.880
0.904
0.943
0.755

0.425 0.455 0.464 0.478
0.089 0.103 0.641 0.660
0.466 0.497 0.256 0.211
0.421 0.518 0.573 0.824
0.180 0.234 0.114 0.147
0.124 0.017 0.652 0.548

0.383 0.379 0.135 0.194
0.624 0.659 0.613 0.618

alcohols, i.e., after excluding GBIl and CHOMe (for details see the . ]
text). ® Local softness values are based on atomic charges (MPA) with €xcluded from the series (rows represented by Il). Interestingly,
hydrogens summed into heavy atoms to which it is attachedcal
softness values are based only on atomic charges (MPA).

(d,p), in spite of the fact that in the former method the trend of
w values fori-Pr andt-Bu systems are not as expectation. Better

correlation ofw values for other systems make thevalue
higher. Correlation coefficient values f&, vssg (shown in

two subcolumns of the fourth column in TabIeOH6) are too low
to have any significance. Although the values improve after

excluding CICH and MeOCH, interpretation becomes ambigu-
ous when we see the correspondimgalues correlatinde, vs

550. Because local nucleophilicity is totally an opposite

proHperty to local electrophilicityr values in this case should

show negative correlation (i.e., should have values between
and 0). However values in this case (shown in two subcolumns
of the third column in Table 6) exhibit positive correlation (i.e.,

r values between 0 and 1) and even are found to be comparable
to ther values ofE, vs ngH [particularly in the superior MP2/
6-31G(d,p) method, after excluding Clgbind MeOCH . This
shows unreliability of local reactivity values in explaining the
intermolecular reactivity trend [also see Table 4 and relevant
discussion in section 5C].

The corresponding correlation coefficient valugsoptained
from data generated by set-Il methods are shown in Table 7.
From the second column we can see thatorrelates very
poorly with E5 in all four methods (rows represented by I), and
this is true even when CICHand MeOCH systems are

sgo values generated by HPA show very good correlation
with Eavalues (fourth column in Table 7), thus apparently giving
an impression that it is a reliable intermolecular reactivity
descriptor. However, we have already argued in section 5C, and
it is evident from the data of Tables 4 and 5, thag@cts as

a nucleophilic center in the oxidation reaction. Thus, correlation
of Ea with largers,  values will be more justified than that
with smaller (and so insigniﬁcant}‘gOH values. Also, the
correlation coefficientr) values forE, vs ngH andEa Vs 85,
should be of opposite sign. Becausgshould decrease with
increasing nucleophilicity of gy, ther value should be negative
here. On the other hand becalsglecreases with the decrease
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TABLE 7: Correlation Coefficient (r) Values for E, vsw, E, vs 350H (Based on HPA)E, vssgOH (Based on HPA),E, vs
So,,, (Based on MPA), andE, vs sgm (Based on MPA) Generated from the Set-Il Method3

r (HPA) r (MPA)

methods r (Eavsw) Eavssy Eavs ngH Eavssy Eavs ngH
BLYP/dnp I 0.271 0.500 0.790 0.468 0.542
Il 0.062 0.845 0.961 0.816 0.868

PW91/dnp | 0.336 0.496 0.961 0.467 0.633
I 0.040 0.879 0.973 0.854 0.906

PWC/dnp | 0.228 0.513 0.978 0.486 0.825
I 0.385 0.856 0.974 0.836 0.914

VWN/dnp I 0.386 0.513 0.978 0.485 0.826
I 0.222 0.856 0.975 0.837 0.916

aFor each method two rows are presented, rows denoted by | contain all the nine primary alcohols and rows represented by Il contain seven
alcohols, i.e., after excluding GBI and CHOMe (for details see the text).

groups, first step may be faster for a particular system although
the overall rate may be slower. It should be mentioned in this
context that Campodonico et Hl.also found some linear
relationship between the global electrophilicity indeX @nd
experimental rate coefficients for the aminolysis of thiocarbon-
ates and dithiocarbonates. The mechanism of that reaction also
clearly shows that the substrate is directly involved in the rate-
determining step.

Our argument is justified when we observe a reasonable
correlation [supported by corresponding correlation coefficients
(r)] between experimental values of oxidation [by quinolinium

: 3 bromochromate (QBC)] rates (&, andAG* values, to say more
precisely) of nine primary alcohols to the theoretically generated
& w values at different ab initio wave function based methods.
) L . Although the trend of global electrophilicity values)(generated
ELQHL?;\?H}] Structure of quinolinium bromochromate [GYO by the superior MP2/6-31G(d,p) method is the best (i.e., as
expected from chemical structure) among those generated by
of electrophilicity of Qyy (i.e., Sg ), the r value should be all other methods, the C(.)rr.esponding correIatiorEQﬁ/syy [s
positive here. But from the third and fourth column of Table 7 COmparatively poorer. This is because global electrophilieidy (
(i.e., from HPA-based!, ands; values) we can see that the is solely_an electronic property of_the substrates involved (i.e.,
r values for both typesogf correlation are positive, the physical of the primary alcohols) but_experlmenlﬂlvalues_ depend not
interpretation of which is that the reactivity increases (&s., qnly on the electron dgnatlng power of the primary a_Ico’r’wgls
decreases) when both electrophilicity and nucleophilicity g0~ (1-€-+ 0W) but also on “the release of the steric-crowding™ in
increases. This is ambigious and cannot be accepted from our,the transition state. For the series+ Me - Et - n-Rr N
conventional knowledge of physical chemistry. The fifth and i-Pr— n-Bu — t-Bu these two factors act in conjugation .and
sixth columns of Table 7 present the correlation coefficient for W& could see the same trendwindE, values. For the series
linear regression oE, vs 55 . and E; vs sg evaluated by H = C|C_H2 — MeOCH; these tW_O factors act in opposition,
MPA based charges. Here also we can find thatrthalue which might be_ th_e reason_for irregular trendswn‘and_ Ea
increases a lot when CIGHand MeOCH are excluded from values. A convincing proof in favor of th_e above conjecture
the series. However, values forE, vs sg (MPA based) do would have been to calculate the numerical value of “release
OH

not provide much information b & val ) of the steric crowding” in the transition state, which requires
ot provide muc ormation because WH alues are S0 - some kind of transition state optimization. Although there are
small that they turn out to be negative in all'cases and difficult

. A h | tivealue f - some routine prescriptions of transition state optimization in
to interpret. Anyway, here also a positivealue OrEavs o, the commercial packages (e.g., the Gaussian used in this study),
(fifth column of Table 7) is unphysical and cannot be accepted.

the system used in the present study is complicated. The
] oxidizing agent quinolinium bromochromate (QBC) exists as a
6. Conclusion salt, i.e., CrGBrO~CyH;NH™ [Figure 1]. Here, the protonated

The kinetic aspect of global electrophilicity descripta) (s N atom in the' quinolinium moiety is already tgtravalent anq,
emphasized in the present study. It is argued that the overallP&c@use a quinquevalent N atom does not exist, the modeling
rate (and S@, or AG¥) cannot be correlated to tvevalue of of the geometry for this system in different steps of transition
the substrate for all types of reactions. Only for single-step state calc_ulation (i.e., as reactant, as activated pomplex and as
reactions (i.e., the concerted ones) is it safe to correlatevthe Product) is really an arduous task (as+ther_e is no covalent
value with the reaction rate dE, (or AG¥). For multistep bonding between CriBrO~ and GH;NH ™ moieties) and no
reactions the overall rate depends mainly on the rate-determiningknOWn prescription is available to the authors. Any kind of
step in which the substratev(values for which is being  @PProximation in the geometry may cause a major change in
considered) may not be directly involved. Rather, a different theEa values and the trend may be altered.
activated complex may be involved in that rate-determining step.  The local electrophilicity value$$OH) of Ogn (i.€., O atom
So, for comparison of intermolecular reactivity even within a of the OH group in primary alcohols), generated by wave
homologous series, depending upon the variation of substitutedfunction based methods and using MPA, show very poor
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correlation with experimentdt, values. Although MPA based

sZ;OH values generated by HF/cc-pVTZ show better correlation

(Table 6, sixth column, row-1l) and HPA bas@OH values
obtained from different DFT methods (Table 7) show high
positive correlation with experimentdt, values, thesesg
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of the intermolecular reactivity sequence. The first reason in P. C.; Pople, J. ATheo. Chim. Actal973 28, 213. (c) Peterson, G. A.;

favor of the above claim is that in the oxidation reaction
(mechanisms | and Il) the &), acts as an electron donor and so
local nucleophilicity of Qu (i.e., SBOH) would be a better
descriptor of reactivity than local electrophilicitysggH). This

is also evident from values G(SO (rows denoted by Il in
Table 4 and by rows | and Il in Table 5) much smaller than
those ofs, . Secondsy_, should have a negative correlation
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